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Stanislav Palúch, University of Žlina/Department of Mathematical Methods Classical Cryptography 1/51



Recapitulation of some algebraic structures – Groups

A group (G ,⊗) is a set G with a binary operation
”
⊗“ assigning

to every two elements a ∈ G , b ∈ G an element a⊗ b (shortly only
ab) such that it holds:

1. ∀a, b ∈ G a⊗ b ∈ G

2. ∀a, b, c ∈ G (a⊗ b)⊗ c = a⊗ (b ⊗ c) – associative law

3. ∃ 1 ∈ G such that ∀a ∈ G 1⊗ a = a⊗ 1 = a

– existence of a neutral element

4. ∀a ∈ G ∃a−1 ∈ G a⊗ a−1 = a−1 ⊗ a = 1 – existence of an
inverse element
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Abelian Groups

The group G is commutative if it holds ∀a, b ∈ G a⊗ b = b ⊗ a.
Commutative groups are also called Abel groups. In this case

An additive notation of group binary operation is used,
i. e., we write a⊕ b instead of a⊗ b.

The neutral element is denoted by 0 and called null element or
zero element or zero.

The inverse element of a will be denoted by (−a) or simply −a

instead of a−1 and will be called opposite element.

Axioms for a commutative group can be rewritten as follows:

1. ∀a, b ∈ G a⊕ b ∈ G

2. ∀a, b ∈ G a⊕ b = b ⊕ a – commutative law

3. ∀a, b, c ∈ G (a⊕ b)⊕ c = a⊕ (b ⊕ c) – associative law

4. ∃ 0 ∈ G such that ∀a ∈ G 0⊕ a = a⊕ 0 = a

– existence of a neutral element

5. ∀a ∈ G ∃(−a) ∈ G a⊕ (−a) = 0 – existence of an opposite
element
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Fields

A field (F ,⊕,⊗) is a set F containing at least two elements 0
and 1 together with two binary operations ⊕ and ⊗ such that it
holds:

1. The set F with binary operation ⊕ is a commutative group
with null element 0.

2. The set F − {0} with binary operation ⊗ is a commutative
group with neutral element 1.

3. ∀a, b, c ∈ G a⊗ (b ⊕ c) = a⊗ b ⊕ a⊗ c – distributive law

Examples

The set R of all real numbers with ordinary addition + and
multipication . is a field.

The set of all rational numbers with ordinary addition + and
multipication . is a field.

The set of all complex numbers with addition of complex numbers
+ and multiplication of complex numbers . is a field.
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Fields

Maybe the properties of fields are better visible if we rewrite
conditions 1., 2., 3. of the definition of the field into single
conditions:

Field is a set F containing at least two elements 0 and 1 together
with two binary operations ⊕ and ⊗ such that it holds:

F1 ∀a, b ∈ F a⊕ b ∈ F , a⊗ b ∈ F .

F2 ∀a, b, c ∈ F a⊕ (b ⊕ c) = (a⊕ b)⊕ c ,
a⊗ (b ⊗ c) = (a⊗ b)⊗ c – associative laws

F3 ∀a, b ∈ F a⊕ b = b ⊕ a, a⊗ b = b ⊗ a – commutative laws

F4 ∀a, b, c ∈ F a⊗ (b ⊕ c) = a⊗ b ⊕ a⊗ c – distributive law

F5 ∀a ∈ F a⊕ 0 = a, a⊗ 1 = a

F6 ∀a ∈ F ∃(−a) ∈ F a⊕ (−a) = 0

F7 ∀a ∈ F , a 6= 0 ∃a−1 ∈ F a⊗ a−1 = 1
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Commutative ring with 1

A commutative ring with 1 is a set R containing at least two
elements 0 ∈ R and 1 ∈ R together with two operations ⊕ and ⊗,
in which F1 till F6 hold.

Examples.

The set Z of all integers with operations + and . is commutative
ring with 1.
However, the structure (Z,+, .) is not a field since F7 does not
hold.

The set N = {1, 2, 3, . . . } of all natural numbers with common
addition and multiplication is not even a ring, since it has no zero
element.
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Factor ring mod p.

Let us have the set Zp = {0, 1, 2, . . . , p − 1}. Define two binary
operations ⊕, ⊗ on the set Zp:

a⊕ b = (a+ b) mod p a⊗ b = (ab) mod p,

where n mod p is the remainder after integer division of the number n
by p. Structure (Zp,⊕,⊗) is called a factor ring modulo p.

It can be easily shown that for an arbitrary natural number p > 1 the
structure (Zp,⊕,⊗) is a commutative ring with 1, i. e., it fulfills
conditions (F1) till (F6).

Example (Z8,⊕,⊗)

⊕ 0 1 2 3 4 5 6 7

0 0 1 2 3 4 5 6 7
1 1 2 3 4 5 6 7 0
2 2 3 4 5 6 7 0 1
3 3 4 5 6 7 0 1 2
4 4 5 6 7 0 1 2 3
5 5 6 7 0 1 2 3 4
6 6 7 0 1 2 3 4 5
7 7 0 1 2 3 4 5 6

⊗ 0 1 2 3 4 5 6 7

0 0 0 0 0 0 0 0 0
1 0 1 2 3 4 5 6 7
2 0 2 4 6 0 2 4 6
3 0 3 6 1 4 7 2 5
4 0 4 0 4 0 4 0 4
5 0 5 2 7 4 1 6 3
6 0 6 4 2 0 6 4 2
7 0 7 6 5 4 3 2 1
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Factor ring mod p.

⊕ 0 1 2 3 4 5 6 7

0 0 1 2 3 4 5 6 7
1 1 2 3 4 5 6 7 0
2 2 3 4 5 6 7 0 1
3 3 4 5 6 7 0 1 2
4 4 5 6 7 0 1 2 3
5 5 6 7 0 1 2 3 4
6 6 7 0 1 2 3 4 5
7 7 0 1 2 3 4 5 6

⊗ 0 1 2 3 4 5 6 7

0 0 0 0 0 0 0 0 0
1 0 1 2 3 4 5 6 7
2 0 2 4 6 0 2 4 6
3 0 3 6 1 4 7 2 5
4 0 4 0 4 0 4 0 4
5 0 5 2 7 4 1 6 3
6 0 6 4 2 0 6 4 2
7 0 7 6 5 4 3 2 1

Opposite element of 2 is 6, since 2⊕ 4 = 0.
Inverse elment of 5 is 5, since 5⊗ 5 = 1. Elements 2, 4, 6 have no
inverse element.
Condition 3. resp. F7 does not hold therefore (Z8,⊕,⊗) is not a field.
Structure (Z8 − {0},⊗) is not a group since it contains elements without
corresponding inverse element.
The following theorem holds:
Theorem A factor ring (Zp,⊕,⊗) is a field if and only if p is a prime
number. The only finite fields are factor rings Zp where p is a prime
number and Galios fields GF (pn) having pn elements. Two finite fields
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Ceazar cipher

100 – 44 b.c. Ceasar used this table to encipher his messages shifting
every character three positions rearwords

A B C D E F G H I J K L M N O P Q R S T U V W X Y Z
D E F G H I J K L M N O P Q R S T U V W X Y Z A B C

This way of enciphering is not a cryptography system since it uses no key.
Generalization shift by k digits

A B C D E F G H I J K L M N O P Q R S T U V W X Y Z
O P Q R S T U V W X Y Z A B C D E F G H I J K L M N

We will use this representation (= coding) of alphabet characters
{A,B, . . . ,Z}

A ≡ 0, B ≡ 1, C ≡ 2, D ≡ 3, . . . , Y ≡ 24, Z ≡ 25

A B C D E F G H I J K L M N O P Q R S T U V W X Y Z

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 15 18 19 20 21 22 23 24 25
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Ceasar cipher

A B C D E F G H I J K L M N O P Q R S T U V W X Y Z

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 15 18 19 20 21 22 23 24 25

We can then consider that alphabet is the ring Z26 – the set
{0, 1, . . . , 25} with operations ⊕, ⊗ defined as follows

∀a ∈ Z26, b ∈ Z26

a⊕ b = (a+ b) mod 26 a⊗ b = (a.b) mod 26 (1)

Original Ceasar’s enciphering algorithm:

enciphering: y = E (x) = x ⊕ D deciphering: x = D(y) = y ⊖ D

Generalised cipher – called Ceasar cipher with key k ∈ Z26:

enciphering: y = Ek(x) = x ⊕ k deciphering: x = Dk(y) = y ⊖ k
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Attack against Ceasar Cipher

Plaintext → Ciphertext

A cryptographic system is an ordered quadruple (K,M, C, T ) where

K is a key set

M is a set o plintextss

C is a set of ciphertexts

T is a mapping T : K ×M → C which assignes an enciphered
message C ∈ C to every couple K ∈ K, M ∈ M and such that if
T (K ,M) = T (K ,M ′) then M = M ′.

The set M of plaintexts in Ceasar’s cryptosystem is the set of all possible
sequences of characters – words or sentences of a real language.
Enciphering function enciphers these sequences character by character –
Ceasar cipher is an instance of so called monoalphabetic cipher

The set of keys is K = {A,B, . . . ,Z}. characters of both plaintext and
key set K can be considered as elements of Z26.
Key k = A ≡ 0 is unusable since enciphered text is equal to plaintext.
Brute force attack – trying at most 24 keys until understandable
deciphered text belonging to M is obtained.

”
ciphertext only attack“.

’ ’
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Affine cipher

Affine cipher is monoalphabetic cipher.
Key – a couple of elements k1, k2 of Z26 such that there exists
inverse element k−1

1 ∈ Z to k1 (i.e. k1 ⊗ k−1
1 = 1 ≡ B).

enciphering: y = Ek1,k2(x) = (x ⊗ k1)⊕ k2

deciphering: x = Dk1,k2(y) = (y ⊖ k2)⊗ k−1
1

The set of keys K – is the set of all ordered couples (k1, k2) such
that there exists k−1

1 ∈ Z.

k1 ∈ {1, 3, 5, 7, 9, 11, 15, 17, 19, 21, 23, 25} – 12 possibilities

k2 ∈ {0, 1, 2, . . . , 24, 25} – 26 possibilities

The weak key is (k1, k2) = (1, 0) since it does not change the
plaintext.
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Known Plaintext Attack against Affine Cipher

Brute force attack – Ciphertext only attack requires to try at most 311
keys.

We received message:

N I N M T Y M D V J M Z G N I S H M T E M S

This message originated by enciphering of a plaintext by affine cipher
using key Ek1,k2(x) = (k1 ⊗ x)⊕ k2, wher k1 = 9 a k2 = 12.
Enciphering process in in the following table:

D O D A V K A Z B R A N I D O S L A V C A S
3 14 3 0 21 10 0 25 1 17 0 13 8 3 14 18 11 0 21 2 0 18

13 8 13 12 19 24 12 3 21 9 12 25 6 13 8 18 7 12 19 4 12 18
N I N M T Y M D V J M Z G N I S H M T E M S

First row – characters of plaintext,
Second row – their codes – representation in Z26 (A=0, B=1,..., Z=25),
Third row – ciphertest in Z26

Last row – ciphertext in text form.
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Known Plaintext Attack against Affine Cipher

Cryptanalyst does not know numbers k1, k2.
Suppose he succeeds to guess that the character K was enciphered to Y
and the character R was enciphered to J.

Ek1,k2(K ) = Y , Ek1,k2(R) = J,

i.e. Ek1,k2(10) = 24, Ek1,k2(17) = 9

Two last equations can be rewritten as a system of linear equations
in Z26 k1 ⊗ 10 ⊕ k2 = 24 (2)

k1 ⊗ 17 ⊕ k2 = 9 (3)

Substraction of (2) from(3) gives

k1 ⊗ 7 = (−15)mod 26 = 11 (4)

The inverse of 7 is 15, since 7⊗ 15 = (7 ∗ 15)mod 26 = 95mod 26 = 1.
Multiplication of equation (4) by number 15 gives:

k1 = (11 ∗ 15)mod 26 = (165)mod 26 = 9 (5)
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Known Plaintext Attack against Affine Cipher

We are solving tis system of linear equations in Z26

k1 ⊗ 10 ⊕ k2 = 24

k1 ⊗ 17 ⊕ k2 = 9

Till now we have calculated that k1 = 9.
Substitution of 9 for k1 into (3) gives

(9⊗ 17) ⊕ k2 = 9 (6)

23 ⊕ k2 = 9 (7)

k2 = 9⊖ 23 = 12 (8)

Provided that we have correctly guessed that Ek1,k2(K ) = Y ,
Ek1,k2(R) = J, the the searched key is the couple (9, 12), what can be
acknowlidged by deciphering received ciphertext.
We have solved one system of linear equation instead of trying 311 keys.

The difference between brute force and known plaintext attack is more

visible if our alphabet would be the 256 character set of all 8-bit bytes,

where brute force attack requires at most 256*128-1 while known

plaintext attack means to solve one system of two linear equations
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General Monoalphabetic Cipher

Ceasar cipher uses for substitution equation y = Ek(x) = x ⊕ k , affine
cipher enciphers as y = Ek1k2 = x ⊗ k1 ⊕ k2.
General monoalphabetic cipher enciphers using formula Eπ = π(x) where
π is arbitrary permutation of alphabet Z26.
Every permutation is a bijection, therefore there exists an inverse
permutation π−1 to every permutation π.
Therefore corresponding deciphering function to enciphering function
y = Eπ(x) = π(x) is the function x = Dπ(y) = π−1(y).

A B C D E F G H I J K L M N O P Q R S T U V W X Y Z
D P Q V R M O S H I E F G N J K Y Z A B L T U W X C

Plaintext containing a sequence of characters is enciphered character by
character using formula

y = Eπ(x) = π(x).

Deciphering is done also character by character using formula

x = Dπ(y) = π−1(y).

The key space K is enormous |K| = 26! ≈ 1027. In spite of fact that it
contains large part of weak keys a brute attack against it is not possible.
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Sources of Information

Cryptanalysis of general mohoalphabetical cipher makes use the fact, that
the set M of plaintexts is the set of outcomes of certain source of
information.
A source of information is defined by its alphabet X and by a collection
of probabilities P(x1, x2, . . . , xn) for n = 1, 2, . . . and all xi ∈ X .
The number P(x1, x2, . . . , xn) expresses the probability of the event that
the source from its start up generates the character x1 in time moment 1,
the character x2 in time moment 2 etc., and the character xn in time
moment n. In other words, P(x1, x2, . . . , xn) is the probability of
transmitting the word x1, x2, . . . , xn in n time moments starting with the
moment of source start up. Number P(x1, x2, . . . , xn) have to fulfill
followint conditions:

P() = 1 (9)
∑

x1

∑

x2

· · ·
∑

xn

P(x1, x2, . . . , xn) = 1 (10)

P(x1, x2, . . . , xn) =
∑

y1

∑

y2

· · ·
∑

ym

P(x1, x2, . . . , xn, y1, y2, . . . , ym) (11)
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Sources of Information

Probability Pn(x1, x2, . . . xm) of transmitting the word (x1, x2, . . . xm) from
time moment n – more exactly in time moments n, n + 1, . . . , n +m − 1
can be calculated as follows:

Pn(x1, x2, . . . xm) =
∑

y1

∑

y2

· · ·
∑

yn−1

P(y1, y2, . . . , yn−1, x1, x2, . . . xm) (12)

Stationary source – Pn(x1, x2, . . . xm) does not depend on n

Independent source – transmitting arbitrary two words in two
nonoverlapping two time intervaL are two independent events.

Cryptanalysis of general mohoalphabetics cipher makes use of mainly
three probabilities P(x1), P(x1, x2), P(x1, x2, x3) – probabilities of single
characters, probabilities of digrams and probabilities of trigrams.
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Entrophy of a Source of Information

One character xi of source alphabet with probability P(xi ) carries with it
information determined by SHANNON-HARTLEY formula

I (xi ) = − logP(xi ) (13)
Mean value of information per one character is

H1 =
∑

x1

−P(x1) logP(x1) (14)

Mean value of information per ordered couple of charactesr is

H2 =
∑

x1

∑

x2

−P(x1, x2) logP(x1, x2) (15)

Mean value of information per one sequence containing n characters is

Hn =
∑

x1

∑

x2

· · ·
∑

xn

−P(x1, x2, . . . , xn) logP(x1, x2, . . . , xn) (16)

Mean information per one character in words of length n is H =
1

n
Hn.

Limit of this value for n → ∞ is an entrophy of source.

Entrophy of source is defined as H = lim
n→∞

1

n
Hn (17)

Our assessment: H(slov. lng) = 1, 57[bit/char], κ = 0, 0553.
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Znaky s diakritikou
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Relat́ıve Frequency of Characters of Slovak Alphabet with Space

Zdroj nasledujúcich tabuliek a grafov: Grošek, Porubský : Šifrovanie. Grada

1992, ISBN 80-85424-62-2
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Graph – Frequencies of Characters of Slovak Alphabet
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Frequencies of Characters of Slovak Alphabet
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Počty výskytov dvoj́ıc ṕısmen
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Number of Trigrams
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Cryptanalysis of General Monoalphabetic Cipher

Most frequent characters of Slovak alphabet are space and

A, O, E, I, N, T, S

Procedure of cryptanalysis of general monoalphbetical cipher (Grošek,
Porubský):

If encryption permutation enciphers space to space (or if we can
guess which characters of ciphertext are encrypted spaces) then it is
necessary to analyze shorter words which offer less space for
combinations.

It is convenient to search for characteristic combinations of
characters (triplets, quadruplets). Such combinations often apper on
biginnins or ends of words.

To guess using
”
side information“, which words could appear in text.

To assess which characters are vowels and which ones are
consonants.
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Cryptanalysis of General Monoalphabetic Cipher

Several hints how to guess vowels:

vowel are often fenced by consonants

consonants are often fenced by vowels

characters with small number of different neighbours are often
consonants and those neighbours are vowels

If a couple XY occurs often also in reverse order YX one of
them is probably a vowel

almost in every normal word occurs a vowel.
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Cryptanalysis of General Monoalphabetic Cipher

pij probability of bigram aiaj in languae

rpq relative frequency of bigram apaq in ciphertext

xip =

{

1 if ai was enciphered to ap

0 otherwise

Minimalize
n∑

i=1

n∑

j=1

n∑

p=1

n∑

=1

xipxjq(pij − rpq)
2

subject to
n∑

i=1

xip = 1 pre p = 1, 2, . . . , n

n∑

p=1

xip = 1 pre i = 1, 2, . . . , n

xip ∈ {0, 1}
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Polyalphabetic Ciphers

Polyalphabetic Ciphers.
A great disadvantage of monoaphabetical cipher is, that relative count of
enciphered characters depends on probabilities of corresponding inverse
images in used languae.

New idea originated – to continue to encipher character by character but
to encipher every character of plaintext with another key.

Polyalphabetic cipher divides plaintext

x1, x2, x3, . . .

into substring of the length n

x1, x2, x3, · · · = x1, x2, . . . , xn
︸ ︷︷ ︸

1.th substring

, xn+1, xn+2, . . . , x2n
︸ ︷︷ ︸

2.-nd substring

, , x2n+1, x2n+2, . . . , x3n
︸ ︷︷ ︸

3.-d substring

, . . .

Ciphertext y1y1 . . . yn is obtained from plaintext x1x1 . . . xn as follows:

y1 = EK1
(x1)

y2 = EK2
(x2)

. . .
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Vigenère Cipher

The simplest way is to choose a secret key – e.g.
”
HESLO“ and then to

calculate:
y1 = x1 ⊕ H

y2 = x2 ⊕ E

y3 = x3 ⊕ S

y4 = x4 ⊕ L

y5 = x1 ⊕ O

y6 = x6 ⊕ H

y7 = x7 ⊕ E

y8 = x8 ⊕ S

y9 = x9 ⊕ L

. . .

This cipher is called Vigenère Cipher although its real inventor was Giovan
Battista Bellaso who had invented the cipher earlier (around 1467). Vigenère
developed similar (stronger ?) autokey cipher (pubished in 1586).
Vigenère Cipher cipher was consider to be unbreakable for the long time.
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Kasiski Key Length Test

This method was first published by Friedrich Kasiski in 1863.

This method searches for appearances of the same substrings in plaintext.
If two occurences of the same substring are ciphertexts of the same
substrings of plaintext then the distance of these occurences has to be an
integer multiply of key lenght.

70

160

75
65
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Kasiski Key Length Test (2)

The key length is probably the greatest common divisor of
distancess of the same appearances.
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Index of Coincidence

Our problem:

We are searching a way how to numerically express inequalities of
probabilities of characters.
If all characters of an alphabet A = {a1, a2, . . . , aq} with q elements have

the same probablity, then p(ai ) =
1

q
.

How to characterise the measure of chaos in probabilities?
q

∑

i=1

(p(ai )−
1

q
)2

q
∑

i=1

(p(ai )−
1

q
)2 =

q
∑

i=1

p(ai )
2−2 ·

q
∑

i=1

p(ai )
1

q
︸ ︷︷ ︸

=2
1

q

+

q
∑

i=1

(
1

q
)2

︸ ︷︷ ︸

=
1

q

=

q
∑

i=1

p(ai )
2−

1

q

For q = 26
26∑

i=1

p(ai )
2 − 0, 03846
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Index of Coincidence (2)

Definition:

The number
∑q

i=1 p(ai )
2 is called index of coincidence.

The greater is the index coincidence than
1

q
, the more the

probability distribution differs from uniform distribution.

Index of coincidence of Slovak capital alphabet without space is

approsimately equal to 0, 06027, while
1

q
= 0, 03846.

Index of coincidence for Slovak alphabet with with diacritic,
numeral characters, and punctuation marks was estimated to
0, 0553.
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Index of Coincidence (3)

Another meaning of index of coincidence:

Let us compute probability of the eventthat two characters chosen
from a source at random will be the same
Probability of the event that two random characters both will be
equal to ai is p

2(ai ).
The event that two random characters will be equal is union of
following disjoint events:

both characters will be equal to a1 – probability p(a1)
2

both characters will be equal to a2 – probability p(a2)
2

· · · · · · · · ·

both characters will be equal to aq – probability p(aq)
2

The probability of th event that two random characters will be
equal is the sum of just listed events

∑q
i=1 p(ai )

2.
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Assessment of Index of Coincidence

Let us have a text (no matter if plaintext of ciphertext) containing n

characters – n1 characters a1, n2 characters a2, e.t.c. till nq characters aq.
The number of non ordered couples with both charaters equal to ai in

this text is
ni (ni − 1)

2
, the number of non ordered couples of arbitrary

characters in this text is
n(n − 1)

2
.

The probablity that both characters will be equal to ai is

p(ai )
2 ≈

ni (ni − 1)/2

n(n − 1)/2
=

ni (ni − 1)

n(n − 1)

The probability of the event that both characters will be equal we can
asses by

κ =

∑q
i=1 ni (ni − 1)

n(n − 1)
(18)
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Difference Between Monoalphabetic and Polyalphabetic Cipher

In the case of monoalphabetic cipher, index of coincidence of plaintext is
equal to index of coicidence of corresponding ciphertext, since number of
every character in plaintext is equal to the number of its images in
ciphertext.
If the index of coincidence of ciphertext is close to the one of used
language then probably a monoalphabetic cipher was used.
If the index of coincidence is close to 1/q then a polyalphabetic or block
cipher was used.

Index of coincidence of Slovak language – alphabet with space is
κ = 0, 062.
Index o coincidence of our ciphertext is κ = 0, 04116, while
1/27 = 0, 03704.
Therefore we can conclude that a polyaplphabetic cipher was used.
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Estimation of key length by method of coincidence

Let us have two plaintexts:
r = r1r2 . . . rn,
s = s1s2 . . . sn

Probablility of the event that ri = si je equal to the index of coincidence
κ of used language.
Let those texts are enciphered character by character both with te same
key as follows

r = EK1
(r1)EK2

(r2) . . .EKn
(rn),

s = EK1
(s1)EK2

(s2) . . .EKn
(sn).

Probablity of the event that Ei (ri ) = Ei (si ) si he sam as the probablility
of the event that ri = si , becaus Ei (ri ) = Ei (si ) hold if and only if ri = si .
Hence

P(Ti (ri ) = Ti (si )) = P(ri = si ) = κ

Assume that we have ciphertext r enciphered by a Vigeneére cipher.
Let sd be a ciphertext r shifted by d characters to the right.
If we observe the number of the same characters on the same positions of
ciphertext r and shifted ciphertext sd then the number of equalities
should considerable rise if d eauals to the length of key since compared
characters are enciphered by the same key.
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Friedman’s test

Friedman’s test is based on the similar principle as the method of
coincidence.
Let us have a ciphertext

s = s1s2 . . . sn.

Arrange characters of s into table with k columns.

1 2 . . . . . . k
s1 s2 . . . . . . sk

sk+1 sk+2 . . . . . . s2k
s2k+1 s2k+2 . . . . . . s3k
s3k+1 s3k+2 . . . . . . s3k

If k is equal to the length of key then every column is enciphered by
a monoalphabetic cipher.
In this case indices of coincidence of all columns should significantly rise.
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Determining Characters of Key

Let us have the characters of ciphertext s = s1s2 . . . sn arraged into the
following table, where k is the key length:

1 2 . . . . . . k
s1 s2 . . . . . . sk

sk+1 sk+2 . . . . . . s2k
s2k+1 s2k+2 . . . . . . s3k
s3k+1 s3k+2 . . . . . . s3k

Let Z1, Z2, . . . ,Zt are most frequent characters in the first column.
There is lare probability, that the sequence Z1, Z2, . . . ,Zt contains at
least one characeter which is enciphered one of most frequent characters
of used language – for Slovak language

A, O, E, I.

Therefore the first character of key could be found probably among
characters

Zi − A, Zi − O, Zi − E, Zi − I

where i = 1, 2 . . . , t.
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Hill Cipher.

The Hill cipher is a block cipher based on linear algebra. It was invented
by Lester S. Hill in 1929. Let us have a plaintext in q-characters alphabet

A = {a0, a1 . . . , aq−1}.
We identify the characters of alphabet A with element of the ring Zq.
There are operations ⊕ a ⊗ defined on the alphabet A.

If moreover q is a prime number, then Zq is a field and for every a ∈ A

a 6= 0 there exists inverse element a−1 ∈ A such that a⊗ a−1 = 1.

If q is a composite number, then inverse elements exists only for such
elements of Zq which are coprime with q.
Therefore, if it is possible we prefere q prime number.

Besides finete fiels with prime number of elements there exit also finite
field wits q = pn elements where p is a prime number, namely Galois
fields denoted as GF (pn).

There is no way how to define operations ⊕ a ⊗ on alphabets whose
number of characters is not equal to p or pn where p is prime such that
sgtructure (A,⊕,⊗) is a field.
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Hill Cipher

Hill cipher is a block cipher enciphering the whole n-character block
of a plaintext at once.
The plaintext to encipher is divided into blocks with n charqacters as
follows:

x11x12 . . . x1n
︸ ︷︷ ︸

x1

x21x22 . . . x2n
︸ ︷︷ ︸

x2

. . . . . . . . . xm1xm2 . . . xmn
︸ ︷︷ ︸

xm

(19)

Kye is a square matrix K of the type n× n such that there exists for it an
inverse matrich K−1.

K =







k11 k12 . . . k1n
k21 k22 . . . k2n
. . . . . . . . . . . . . . . . . .
kn1 kn2 . . . knn







(20)
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Hill Cipher – Enciphering and deciphering

Enciphering function is as follows:

y = Kx







y1
y2
. .
yn







=







k11 k12 . . . k1n
k21 k22 . . . k2n
. . . . . . . . . . . . . . . . . .
kn1 kn2 . . . knn







.







x1
x2
. .
xn







(21)

y1 = k11x1 + k12x2 + · · ·+ k1nxn

y2 = k21x1 + k22x2 + · · ·+ k2nxn

. . .

yn = kn1x1 + kn2x2 + · · ·+ knnxn

Deciphering:

x = K−1y

Deciphering is correctly defined, since

K−1y = K−1.(K.x) = (K−1.K).x = I.x = x (22)

Stanislav Palúch, University of Žlina/Department of Mathematical Methods Classical Cryptography 43/51



Hill Cipher – Example

Alphabet:
A, B, C, D, E, F, G, H, I, J, K, L, M, N,

O, P, Q, R, S, T, U, V, W, X, Y, Z}≡ Z26.
Key matrix:

K =







17 4 3 9
1 13 21 16
10 12 5 9
13 6 3 12







Regularity of matrix K can be ascertained by the following way:
Calculate the determinant of K (e.g. in a spreadshed).
For our K is detK = −11305.
−11305 mod (26) = 5 is a number which is coprime with 26 and
therefore it has an inverse in Z26 – namely 21.
Therefore K is a regular matrix in Z26.
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Hill Cipher – Example

Calculation of an inverse matrix.

Most of spreadsheets can not compute an inverse matrix in Zq in one
step.
This is a procedure how to calculate an inverse matrix manualy.
All operations are operation in Z26

We start with the matrix (K|I):







17 4 3 9 | 1 0 0 0
1 13 21 16 | 0 1 0 0
10 12 5 9 | 0 0 1 0
13 6 3 12 | 0 0 0 0







We apply Gauss-Jordan elimination matrix (K|I). This elimination uses
elementary row operations in ored to obtain an matrix of the form (I|L)
equivalent with matrix (K|I). Then L = K−1.
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Hill Cipher – Example

An elementary row operation is any one of the following moves:

1 Swap: Swap two rows of a matrix.

2 Scale: Multiply a row of a matrix by a nonzero constant.

3 Pivot: Add a multiple of one row of a matrix to another row.







17 4 3 9 | 1 0 0 0
0 25 4 17 | 3 1 0 0
0 2 17 19 | 4 0 1 0
0 6 16 25 | 13 0 0 1













17 4 3 9 | 1 0 0 0
0 25 4 17 | 3 1 0 0
0 0 25 1 | 10 2 1 0
0 0 14 23 | 5 6 0 1













17 4 3 9 | 1 0 0 0
0 25 4 17 | 3 1 0 0
0 0 25 1 | 10 2 1 0
0 0 0 11 | 15 8 14 1






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Hill Cipher – Example

Now we have calculated an upper triangular matrix wich is equvialent
with original matrix (K|I) . All the entries below the main diagonal of our
last matrix are zero.
Now it is necessary to achieve that all the entries above the main
diagonal are zero.







17 4 3 0 | 10 10 24 11
0 25 4 0 | 20 17 2 15
0 0 25 0 | 11 6 21 7
0 0 0 11 | 15 8 14 1













17 4 0 0 | 17 2 9 6
0 25 0 0 | 12 15 8 17
0 0 25 0 | 11 6 21 7
0 0 0 11 | 15 8 14 1













17 0 0 0 | 13 10 15 22
0 25 0 0 | 12 15 8 17
0 0 25 0 | 11 6 21 7
0 0 0 11 | 15 8 14 1






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Hill Cipher – Example

Last matrix from previos page:






17 0 0 0 | 13 10 15 22
0 25 0 0 | 12 15 8 17
0 0 25 0 | 11 6 21 7
0 0 0 11 | 15 8 14 1







It holds in Z26 17−1 = 23, 25−1 = 25, 11−1 = 19. Multipying of the firs,
second, third and forth row of last matrix in sequence by 23, 25, 19 and
25 (all in Z26 gives:







1 0 0 0 | 13 22 7 12
0 1 0 0 | 14 11 18 9
0 0 1 0 | 15 20 5 19
0 0 0 1 | 25 22 6 19







We have:

K−1 =







13 22 7 12
14 11 18 9
15 20 5 19
25 22 6 19






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Hill Cipher – Axample

K−1 =







13 22 7 12
14 11 18 9
15 20 5 19
25 22 6 19







K.x =







17 4 3 9
1 13 21 16
10 12 5 9
13 6 3 12













A ≡ 0
B ≡ 1
C ≡ 2
D ≡ 3







=







L ≡ 11
Z ≡ 25
X ≡ 23
W ≡ 22







K−1.y =







13 22 7 12
14 11 18 9
15 20 5 19
25 22 6 19













L ≡ 11
Z ≡ 25
X ≡ 23
W ≡ 22







=







A ≡ 0
B ≡ 1
C ≡ 2
D ≡ 3







Demonstration of changing one character in a block:

K.x′ =







17 4 3 9
1 13 21 16
10 12 5 9
13 6 3 12













P ≡ 15
B ≡ 1
C ≡ 2
D ≡ 3







=







G ≡ 6
O ≡ 14
R ≡ 17
J ≡ 9






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Known plaintext attack against Hill Cipher

Suppose we know couples of n blocks of plaintexts and corresponding
ciphertexts.

y1 = Kx1, y2 = Kx2, . . . , yn = Kxn (23)

Create squere matrices X, Y, both of the typeu n × n columne of those
matrices will be created by vectors x1, x2, . . . , xn, resp. y1, y2, . . . , yn, i.e.:

X = (x1, x2, . . . , xn), Y = (y1, y2, . . . , yn).

Relations (23) can be stated in matrix form as follows:

Y = K.X (24)

The equation (24) multipied with matrix X−1 from the right (provided
that X−1 does exist) yields:

Y.X−1 = (K.X).X−1 = K.(X.X−1) = K.I = K
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Transposition Cipher

Transposition Cipher is a method of encryption by which the positions
held by characterss of plaintext are shifted according to a regular system,
so that the ciphertext constitutes a permutation of the plaintext.
That is, the order of the characters is changed (the plaintext is
reordered).
Mathematically a permutation is used on the characters’ positions to
encrypt and an inverse permutation to decrypt.

Transposition cipher is a special case of Hill Cipher. If transposed
position of i-th character of plaintext in ciphertext is j then j-th entry in
i-th column of key matrix K is 1, i.e. kji = 1. All other entries of matrix
K are zeros.

1 2 3 7 5 6

1
2
3
4
5
6











0 0 1 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 1 0 0
0 0 0 0 1 0











⊗











10
20
30
40
50
60











=











30
10
20
60
40
50










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